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1 Introduction

This study aims at providing new empirical stylized facts regarding the spillover impact
of the minimum wage on the wage distribution during the last decade in France. To
model the effect on the wage distribution, we rely on the “unconditional quantile re-
gression” method proposed by [17]. It allows us to directly estimate the impact of a
marginal change in the minimum wage level throughout the overall wage distribution,
without changing the distribution of other (observable) characteristics. Our identification
strategy uses a change in the French labor market regulation that occurred in the period
2003-2005. During this period, the six levels of the minimum wage coexist and evolve
at different exogenous rates. Our results suggest significant, though small, effects of a
change in the minimum wage level up to the seventh decile.1

The minimum wage is one of the main public state interventions in the labor market.
Many developed countries have adopted a minimum wage. Its original aim is to guarantee
low skilled workers a “decent” standard of living, but it is also considered as a redistribu-
tive tool.2 The minimum wage could also have intended or unintended consequences
on the labor market. For decades, economists have questioned its – still controversial –
detrimental impact on employment. More recently, some emphasis has been placed on
its potential impact on the reduction of earnings inequalities. [9] and [31] for instance
conclude that part of the rise in wage inequality observed in the US during the 1980s is
due to a decline, in real terms, of the minimum wage level.

The minimum wage could have an impact on the overall earnings distribution through
two channels. First it can have a negative impact on employment that could lead to
a change in the composition and the size of the labor force, and this could affect the

1In the whole study, thresholds of the deciles will be denoted ”deciles” by abuse of language : here,
decile i is the wage such that 10 ∗ i% of employees earn less and (100− 10 ∗ i) % earn more

2The French law states that the minimum wage should “ensure that employees with the lowest wages,
have a guaranteed purchasing power, and participate in the Nation’s economic development”.
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observed earnings distribution. Second, even in the absence of employment effect, an
increase in the minimum wage level should shift the bottom of the earnings distribution.
Beyond this mechanical effect, the wages of workers who earned more than the new min-
imum wage could also rise as if they benefited from a global increase at the bottom of
the wage distribution [24], [41], [42]. Indeed, firms can be willing to maintain an upward
compensation scheme as a way to stimulate the efforts of the employees. In line with
the model of tournament [30] and [38], empirical estimates suggest that a large part of
intra-firm wage differentials could be interpreted as an incentive tool [6]. This intuition
is also supported by evidence on experimental data. The minimum wage could modify
the agents’ perception of the “fair” level of remuneration [14], consistent with [1]. It
would therefore have a substantial impact on the employees’ reservation wage. This could
explain the presence of significant wage increases, even beyond the level imposed by the
minimum wage.

On empirical grounds, the identification of these spillover effects is a complicated em-
pirical issue. Since the minimum wage is usually the same for all employees, it is generally
impossible to distinguish what pertains to its specific increase or to any wage trend or
other cyclical effect. For the US, state variations in the minimum wage levels can be used
[31]. Similarly, using the coexistence of several sectoral minimum wages in the United
Kingdom (until 1993), one could find effects of the minimum wage up to the 40th per-
centile [11]. In the Netherlands, increases in the minimum wage significantly spread to
higher wages [41] and [42]. However, this spreading effects were probably modest in the
United Kingdom in 1999 when a national minimum wage was reintroduced according to
[12]. As far as we know, French studies on the impact of the minimum wage on higher
wages are scarce.3

For France, the identification issue is complicated by the fact that the legal increase
in the minimum wage is yearly adjusted according to the past trend in mean wages (it is
indexed to the blue-collar worker’s basic hourly pay). This makes it highly endogenous.
During the period 2003-2005, however, this rule was frozen in order to harmonize the dif-
ferent levels of minimum wages resulting from the gradual implementation of the French
(left-wing) Law on workweek reduction between 1998 and 2003. Monthly Guaranteed
Wages (GMR) were designed to maintain the monthly wage of the lowest paid employees
despite the lower number of hours worked at the time of the switch to the 35-hour week.
Each year, during five years, a new GMR was created for the firms that signed an agree-
ment that year. After five years, it had indeed resulted in the coexistence of six levels of
the minimum wage in 2003. The new (right-wing) government elected in 2002 decided to
put an end to this situation and designed a convergence mechanism that resulted in the
application of different discretionary increases to the different GMR between 2003 and
2005. This situation provides a natural experiment for an evaluation of the impact of
the minimum wage on the wage distribution, as the pace of increase in the level of the
minimum wage applying in one or other firm can be considered as exogenous.

Besides, modeling the overall distribution of earnings requires to use specific tools. In
particular, one wants to control for the characteristics of the labor force. Indeed, as an in-
crease in the minimum wage could have an impact on the employment level, it can distort

3The only (in French) contributions are from [27] and [21]. They both conclude that increases in the
minimum wage have a significant impact up to wages as high as twice the minimum wage.
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the overall wage distribution of actually employed individuals. It would thus be difficult
to separate what stems from this labor force composition effect from a real spillover effect.4

A first stream of literature uses parametric specifications (see for instance [41], [35]),
but these specifications could be sensitive to the functional form assumed for the distri-
bution of wages [10]. Over the last decade, many empirical tools have been proposed for
a more detailed analysis of the entire wage distribution. Quantile regressions is one of
them. It classically deals with the quantiles of the distribution of the variable of inter-
est Y conditional on observable characteristics X (see [26]). In the same way as linear
regressions approximate the conditional expectation of the variable of interest as a linear
function of observables, it models the conditional quantile of the variable of interest as a
linear function of observables. As both methods deal with conditional quantities, they do
not inform directly on the impact of a change in the distribution of observables, from FX
to GX , on their unconditional counterpart (meaning the expectation or quantile of our
variable of interest on the whole population). Firpo, Fortin and Lemieux propose a more
direct method to deal with unconditional quantities. It relies on the influence functions,
and requires only local inversion of the distribution. We use this method in this paper.
This lets us disentangle as much as possible the spillover effects from changes in the
composition of the labor force resulting from the exclusion of low-productivity workers.
We focus on the impact of the minimum wage on the various deciles of the distribution
of annual earnings of workers in the private sector, using administrative business data
(the DADS) that provide exhaustive records on yearly earnings of French workers in the
private sector. We perform separate analysis for men and women to account for different
wage settings according to gender.

Section 2 presents the revaluation mechanisms of the minimum wage with a specific
focus on the convergence period of the different levels of the minimum wage. The data
along with some descriptive statistics is detailed in section 3, then the identification
strategy, the statistical method and finally the results.

2 French labor market institutional setting: Mini-

mum wage and workweek reduction

The French minimum wage (“SMIC”) was introduced in 1970. Its hourly value is set by
the French government for all French employees.5 It amounts to 9e per hour in 2011. The
minimum wage is updated every year, according to a strict rule. By law, the minimum
wage increase cannot be smaller than the inflation observed the current year and even
exceeds it, as it corresponds to half the annual increase in the purchasing power of blue-
collar worker’s basic hourly pay (SHBO hereafter).6 Besides, the French government can
add to this strict rule an additional increase (“coup de pouce” or boost). However, this

4This could create a mechanical change in the observed distribution. If we denote by F1 (resp. F0) the

earnings distribution with a minimum wage of w1 (resp. w0), we get F1(w) =
F0(w)−F0(w1)

1−F0(w1)
for w > w1

(zero otherwise). A first-order development gives the expression of the τ th quantile of distribution F1

related to its counterpart for distribution F0 as: q1τ = q0τ + (1− τ)
F0(w1)
f0(q0τ )

, see [31].
5Rare exemptions concern for instance the catering sector because of the existence of fridge benefits

as meals.
6A discussion of the consequences of this mechanism can be found in [5].
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was scarcely used in recent decades.
The nominal rate of the minimum hourly wage can be written:

SMICt = SMICt−1

(
pt/pt−1 +

1

2
δSHBOt + cdpt

)
where δSHBOt corresponds to the growth rate in the purchasing power of blue-collar

workers’ basic hourly pay and cdpt represents the discretionary increase beyond the au-
tomatic revaluation rule (boost). The SMIC received a boost of 0.45 % on July 1, 1998,
of 0.29 % on July 1, 2001 and of 0.30 % on July 1, 2006.

The gradual implementation of the new regulations on workweek reduction changed
this situation. The 35-hour workweek was enacted in France by the so-called “Aubry
Laws” (named after Martine Aubry, Minister of Labor), from a previous 39-hour work-
week. All firms should decrease the legal workweek time before January 1, 2000 (January
1, 2002 for the smallest ones). Incentives were provided to firms that negotiated an agree-
ment before this binding limit, and the field implementation of the workweek reduction
was thus gradual. Maintaining the hourly wage flat would have created a sharp drop
in the monthly remuneration of workers. In order to avoid this detrimental effect for
lowest-wage employees, the law imposed a new regulation for minimal wages. In firms
that adopted the 35-hour workweek, a “monthly guaranteed wage” (hereafter GMR) was
created. This GMR guaranteed that the monthly minimal remuneration would not be af-
fected by the workweek reduction. In practice, it thus corresponded to a new legal hourly
minimum wage for the firms that had signed a workweek reduction agreement. This was
made possible by a generous cut in payroll taxes, in order to avoid a detrimental impact
on employment.

However, if they guaranteed a maintained monthly remuneration at the time of the
switch to the 35-hour week, the GMR did not then follow exactly the same updating rules
as the legal hourly minimum wage (that still applied to all firms that had not signed any
workweek reduction agreement yet). While the former was updated according to changes
in the blue-collar worker’s basic hourly pay (SHBO), the latter followed the changes in
the blue-collar worker’s basic monthly pay (SMBO). This slight difference had unintended
consequences. The monthly wage evolved slower than the hourly wage over the period:
most workweek reduction agreements ensured the maintenance of a monthly salary, which
mechanically translated into an increase in the hourly wage. From one year to another
the GMR thus benefited from lower updates than the hourly minimum wage. For firms
negotiating workweek reductions later, the new minimum monthly wage, which would
ensure no salary loss, was thus higher than the updated GMR of the previous year. As
a consequence, a new GMR was created every year from 1998 to 2002 according to the
level of the hourly minimum wage of this year (see Appendix A for the precise creation
calendar of the different GMR and [27] for an illustration).

In 2003, the newly elected government tried to put an end to this situation. An
adjustment mechanism was thus put into place in order to retrieve a unique level of
minimum wage. From 2003 to 2005, the traditional revaluation rule of the minimum wage
was frozen. While the highest hourly minimum wage rate (that applied to firms that had
signed a workweek reduction agreement between July and December 2002) simply evolved
as the inflation, the other hourly minimum wage levels received differential boosts so as to
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converge in 2005 to a unique hourly rate. The more they initially diverged the higher the
boosts were during this period (see Table 1). As before, the impact on the labor cost was
softened by substantial payroll tax exemptions. This convergence was a choice mostly in
favor of employees whereas the newly elected right-wing party was notably opposed to
the 35-hour workweek, and the employers’ associations were in favor of relaxing the legal
framework of the workweek reduction. The choice of a convergence toward the upper
rate was a solution advocated by labor unions, usually not the favorite partners of the
right-wing party.7

Table 1: Level and evolution of real annual GMR (2002-2005)

FGMR0 FGMR1 FGMR2 FGMR3 FGMR4 FGMR5

Level of the GMR in real terms (2007 euros)
2002 13,612 14,463 14,643 14,894 15,078 15,167
2003 14,041 14,629 14,750 14,918 15,041 15,100
2004 14,543 14,849 14,911 14,995 15,058 15,087
2005 15,068 15,068 15,068 15,068 15,068 15,068

Evolution of the GMR in real terms (%)
2003 3.2 1.1 0.7 0.2 -0.2 -0.4
2004 3.6 1.5 1.1 0.5 0.1 -0.1
2005 3.7 1.5 1.1 0.5 0.1 -0.1

Source: Calculation of the authors
Note: The annual remuneration corresponds to 35h/week i.e. 1820h/year.

3 Econometric Method

Our aim is to estimate the potential spillover effect of an increase in the minimum wage
level over the whole distribution of earnings. Our underlying setting states that the indi-
vidual wage is determined by characteristics of the employee (age, gender, qualification...)
and of the firm (business sector, size...), but also partly by the minimum wage applying
in this firm. This could be the case if the firm tries to maintain a certain wage hierar-
chy, for instance as an incentive for its employees (consistent with the wage setting in a
tournament model). Very generally, we assume the following relation between wages and
characteristics:

wi = φ(w,Xi, εi) (1)

where w stands for the minimum wage level, Xi for observed characteristics of the firms or
the employees, and εi for potential unobserved characteristics (for instance productivity).
Our empirical question is how the earnings distribution changes with an increase in the
minimum wage level, keeping everything else equal.

7This could be explained by the way this government was elected. In 2002 the (re)election of the
president Jacques Chirac was mostly due to the division of left-wing parties at the first round of the
election. This led to the unexpected eviction of the left-wing challenger (Lionel Jospin) in favor of the
far-right party candidate (Jean-Marie Le Pen). As a consequence, Jacques Chirac had both a notably
low score at the first round of the election (20%) and the highest ever observed at the run-off (82%).
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3.1 Identification

The identification issue primarily comes from the fact that, in general, the minimum wage
is the same for all employees. It is thus impossible to distinguish what pertains to the
increase in the minimum wage from what pertains to any trend. In addition, the updating
rule of the minimum wage according to the basic wage of a worker is a natural source of
endogeneity. Indeed, unobserved components such as productivity are likely to be auto-
correlated and may thus induce an omitted variable bias because they will be positively
correlated not only to current wages but also to the past wages which are themselves
positively correlated to the minimum wage through its revaluation rule. The evaluation
strategy has to take this source of endogeneity into account.

In this context, the convergence period of the different levels of the minimum wage
provides an interesting natural experiment because it is characterized by the coexistence
of several levels of the minimum wage with different paces of convergence over the period.

This peculiar situation creates a unique setting where we observe, during a short period
of time, different legal minimum wage levels. Besides, these minimum wages exogenously
increased at different paces for a three-year period. We will use this specific period for the
identification of the impact of the minimum wage on earnings. The negotiation date of
workweek reduction agreements is probably related to the firm’s anticipated wage policy.
But the convergence period, which serves our identification purposes, was imposed a
few years after for most of the firms and without being anticipated. Therefore it seems
plausible to consider this as a source of exogenous variation in the levels of the minimum
wage. More specifically, we assume that:

wit ⊥⊥ εijt|Xijt, et, eFGMRj (2)

where et represents temporal dummies, and eFGMRj dummies for being in a firm where
the minimum wage level corresponds to GMR level j.

3.2 Estimation

Since the effects are very likely to differ depending on the position in the wage hierarchy,
the goal is to go beyond the average effects to study the impact on the overall distribution.
In recent years, new methods to evaluate counterfactual distributions have emerged (a
detailed presentation can be found in [18]).

The method, which is used here, is the so called unconditional quantile regression
proposed by [16]. The distinction with the conditional quantile regression has to be
highlighted, and the comparison with the case of a standard regression proves useful here.
Linear regressions, in the usual sense, deal with the expected value of a variable of interest
W conditional on determinants X. One usually assumes:

E(W |X) = βX

Thanks to the law of iterated expectations, one can easily derive from this formula-
tion the impact of a change in the distribution of one covariate (from FX to GX) on the
(unconditional) expected value of the dependent variable W . Assume for instance that
the expectation of X in the former case is E(X) = µFX while it is µGX in the latter, then
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∆E(W ) = β(µGX − µFX).

Quantile regressions usually rely on the same type of local linear assumption,

qτ (W |X) = βτX

However, since quantiles do not have such convenient linear property, it appears much
less direct to infer the consequence of a change in the distribution of one covariate X
on the quantile of the overall (unconditional) distribution of W . For instance, one can
invert the conditional quantiles, integrate the obtained conditional distribution FY |X over
both distributions FX and GX and finally invert this unconditional distribution to com-
pare unconditional quantiles of Y corresponding to both FX and GX (see for instance [34]).

The estimator of [16] allows for a more direct measure of how a marginal change in
the level of one variable (in our case, the minimum wage) will affect the distribution of
wages in the population, keeping the distribution of other characteristics equal. More
specifically, it provides a measure of the impact of a small location shift in the distribu-
tion of covariates X, from FX to GX , on some distributional statistic of a variable W ,
maintaining the conditional distribution of W given X unaffected. [16] prove that this
impact depends on the integration of the so-called recentered influence function over the
difference of distributions GX to FX (details are provided in Appendix C). They call this
notion “unconditional partial effect.”

To be more specific, recall that the influence function of observation y regarding statis-
tic ν is defined as:

IF (y; ν, FY ) =
∂ν(FY,t∆y)

∂t

∣∣∣∣
t=0

= a(y) (3)

It provides a measure of how ν changes when the distribution slightly changes towards
the value yi taken by the variable of interest. It can also be interpreted as the influence
of an observation i on the empirical estimation of the distribution parameter ν(FY ). The
recentered influence function (RIF) is defined as RIF (yi; ν, FY ) = ν(FY ) + IF (yi; ν, FY ).

Under some assumptions, the vector α of partial derivatives representing the change in
the distributional statistic ν of W with respect to a small location shift in the distribution
of the covariates X is such that:

α(ν) =

∫
dE(RIF (W, ν)|X = x)

dx
dF (x) (4)

In the case of a τth order quantile, the RIF is notably simple, as:

E(RIF (Y, qτ )|X = x) = qτ + τF ′−1
Y (τ) + F ′−1

Y (τ)P (Y > qτ |X = x). (5)

qτ and F ′−1
Y (τ) are constant and independent of X and can be easily estimated. While

the former is standard, the latter can for instance be approximated by an infinitesimal

change around the quantile F−1(τ+h)−F−1(τ−h)
2h

, with h small. An expression of the optimal
window can be found in Koenker (2005) and verifies (under certain conditions): hn =

n−1/5
(

4.5φ4(Φ−1(t))
(2Φ−1(t)2+1)2

)1/5

where φ and Φ−1 respectively represent the pdf and the inverse of
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the cdf of the normal distribution and n is the sample size.8 We note c1,τ = F ′−1(τ) and
c2,τ = qτ + τF ′−1(τ).

We focus here on changes in the deciles decj, j ∈ [1, 9]:

RIF (yi; decj, FY ) = c1,decjP (yi > decj|X = x) + c2,decj (6)

Once the dependence of P (Y > qτ |X = x) in x is specified, the impact on ν(FY ), of
a modification in X is obtained by differentiation of P (Y > qτ |X = x) with respect to X
and integration over the distribution of X.

In practice, we use the method designed as RIF-Logit in [16], that uses a logit speci-
fication for P (Y > qτ |X = x). We thus apply a two-step procedure that consists in:

1. Estimating the probabilities T̂idecj from the Logit specifications for P (Y > decj|X =
x);

2. Estimating the average impact of one covariate Xk on the decile j as:

α̂ = ĉ1decj β̂
k
decj

1

N

∑
i

T̂idecj(1− T̂idecj)

Proofs of the convergence of this estimator can be found in [16]. Confidence intervals
are obtained by bootstrap.

The estimated coefficients of the model can then be interpreted directly in terms of
effects of each variable on the overall quantile. If wi = φ(w,Xi, εi), it can be shown
under an assumption of independence (2) and provided that h is monotonic in ε that the
vector of partial impact of a marginal change in the minimum wage for a quantile qτ (the
parameter α(qτ ) defined above), which [16] call the “unconditional quantile partial effect”
(UQPE), corresponds to the integration over the distribution of covariates of a weighted
partial derivative of h with respect to w0:9

αw(qτ ) = EW,X1

[
ωτ (w, x1)

∂h(w, x1, ε)

∂w

]
(7)

with ωτ (w, x1) =
fW |W,X1

(qτ ,w,x1)

fW (qτ )
.

4 Description of the sample and evidence in favor of

our identification strategy

4.1 The DADS panel

We use the DADS panel (1/25th sample) over the period 2003-2005. This administrative
business database starts in 1976 and provides data on gross earnings for all workers in
the private sector except for agricultural workers.10 We restrict the sample to full-time

8An alternative solution, proposed in [16] comes from the fact that F ′−1(qτ ) = 1/fY (qτ ), which is the
inverse of the pdf estimated at F−1(τ) = qτ . This density can be estimated by a kernel method, but this
procedure is more computer intensive.

9An adaptation to our case, of the proof given in [16], is provided in Appendix C
10We limit the sample to companies and exclude private individuals.
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employees aged 18 to 65, having worked all year in the same firm. This last choice is
explained firstly by that of the variable of interest. Indeed, the number of hours worked
is available in the DADS as of 1994 but the quality of this variable is sometimes ques-
tionable. The reconstruction of an hourly wage would thus be difficult. To reduce these
measurement problems, we choose to estimate the distribution of gross annual earnings
(expressed in euros of 2007). For these annual amounts to be comparable, the sample is
restricted to full-time employees who worked full year.

In the end, we have a panel of over 120,000 firms (among which about 63,000 were
present between 2003 and 2005) and around 330,000 employees.

4.2 Characteristics of the firms and wage evolution according
to the GMR group

As detailed in Section 2, because of the successive workweek reduction agreements, six
levels of GMR coexisted between July 2002 and July 2005. Beside the five GMR, the
hourly minimum wage (which by abuse of language will be denoted by GMR 0) applied in
firms which did not sign any workweek reduction agreement. More than half of the firms
were in this case, but these were mainly small firms, so that the hourly minimum wage
concerned only a third of all employees (Table 2). Very few firms signed workweek reduc-
tion agreements after mid 2002, as evidenced by the low number of employees belonging
to FGMR 5 in our sample.

Table 2: Number of firms and employees for each GMR group in 2003

FGMR0 FGMR1 FGMR2 FGMR3 FGMR4 FGMR5 Total

Firms
Number 53,308 2,588 13,528 8,242 12,017 923 90,606
Share (%) 58.8 2.9 14.9 9.1 13.3 1.0 100

Employees
Number 83,212 13,620 78,023 37,323 19,562 1,879 233,619
Share (%) 35.6 5.8 33.4 16.0 8.4 0.8 100

Source: DADS panel, 1/25th sample.
Field: employees from firms of the private sector aged 18 to 65, without interns and
apprentices, working full-time, full-year.

The signing date of a workweek reduction agreement is obviously not exogenous: in
fact, the law was more restrictive for larger firms, which explains why they are over-
represented among those who contracted an agreement soon. Thus, while more than
three-quarters of the firms with fewer than 10 employees (and 62 % of the firms with 10 to
49 employees) had not signed an agreement in June 2002 (FGMR 0 and 5), it was the case
for only 14 % of the firms with more than 500 employees. In addition, 60 % of the firms
with more than 500 employees had signed an agreement before June 30, 2000 (FGMR 1
or 2) and 81 % before June 30, 2001 (FGMR 3), while for firms with 50 to 499 employees,
the respective proportions are 42 % and 60 %. Ultimately, in our sample, nearly 59 %
of the firms belonging to FGMR 1 and 2 employ more than 50 employees while this is
the case for only 12 % of the firms from FGMR 4 and 5 (Table 3). In terms of business
sector, in accordance to what is observed with the size, industry is over-represented in
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FGMR 1, 2 and 3 while construction, agriculture and trade belong more often to FGMR 0
(no agreement signed) or FGMR 4 and 5 (late signing date).

Table 3: Characteristics of firms in each GMR group (2003 to 2005)

FGMR0 FGMR1 FGMR2 FGMR3 FGMR4 FGMR5 Total

Number of employees (in %)
less than 10 40.4 6.5 3.5 9.6 37.9 33.5 30.7
10 to 49 47.0 36.0 37.4 42.2 50.8 46.0 45.3
50 to 499 12.1 50.0 51.0 42.8 10.4 18.2 21.6
500 to 4999 0.5 7.3 7.7 5.2 0.8 2.3 2.3
over 5000 0.01 0.3 0.4 0.3 0.01 0.0 0.1

Gender
Share of women 29.6 27.5 33.3 31.0 30.3 29.2 30.9

Business sector
Agriculture 1.7 1.1 0.9 0.5 1.0 2.2 1.4
Industry 21.6 38.6 35.4 37.7 26.1 25.9 26.3
Construction 17.2 9.9 8.3 8.6 14.6 12.1 14.5
Trade 25.9 20.6 21.3 25.1 24.8 27.8 24.9
Services 33.6 29.9 34.1 28.1 33.4 32.0 33.0

Source: DADS panel. 1/25th sample.
Field: employees from firms of the private sector aged 18 to 65, without interns and
apprentices, working full-time, full-year.

The median annual gross wages vary strongly from one group to another (see Figure
1). These differences can also be partly explained by size and business sector effects, as
well as by differences in total amount of worked hours. In 2005 the effective workweek in
firms which had signed an agreement was close to 35 hours (around 1,820 yearly hours,
see Figure 2). It is slightly higher in firms that never signed any RTT agreement before
the 2002 deadline (FGMR 0): the yearly amount is around 1,900 hours per year over the
period, that corresponds to 36 hours per week (above this level, additional hours have
to be paid at a higher rate). Besides, workweek reduction had an impact on effective
workweek in firms that signed an agreement, but it appears stable over our estimation
period.
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Figure 1: Median wages in each GMR group (2002-2005)
Source: DADS panel, 1/25th sample.
Note: Wages are in euros of 2007.
Field: employees from firms of the private sector aged 18 to 65, without interns and
apprentices, working full-time, full-year.
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Figure 2: Mean hours worked according to the GMR level (2002-2005)
Source: DADS panel, 1/25th sample.
Field: employees from firms of the private sector aged 18 to 65, without interns and
apprentices, working full-time, full-year.
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4.3 Employment effects according to the GMR

We do not observe any clear trend in the employment level in firms depending on the pace
of increase in the minimum wage level they experiment, nor in the creation or destruction
of these firms (see Table 4). While the increase in the minimum wage applying in FGMRi
is all the more important that the index i is smaller, one could thus expect that less jobs
(respectively more jobs) would be created (respectively destructed) in firms belonging to
FGMR0 than in firms belonging to FGMR5. On the contrary, no clear correlation can
be observed between the destruction rate (defined as the ratio of the number of workers
disappearing between periods t− 1 and t over the number of workers in period t− 1) and
the increase in the minimum wage level. The destruction rate is very homogenous around
23% in almost all groups in 2003 and no such pattern emerges. The pattern of creation
rates (defined as the number of workers appearing between periods t and t − 1 over the
number of workers in period t − 1) is noisier, but there is no monotonic relation either
with respect to the GMR level.

Table 4: Creation and destruction rate according to the GMR level (2002-2005)

Year FGMR 0 FGMR 1 FGMR 2 FGMR 3 FGMR 4 FGMR 5 Total

Destruction rate (workers in firms at t− 1 and not t )/ (workers in firms at t− 1) (in %)
2003 23.4 22.5 22.8 23.0 21.7 27.3 23.0
2004 21.0 19.1 17.4 16.8 19.4 23.2 18.9
2005 22.1 22.1 20.0 20.1 21.4 21.2 21.1

Creation rate (workers in firms at t and not t− 1 )/ (workers in firms at t− 1) (in %)
2003 32.7 33.4 22.6 23.3 33.4 37.9 27.8
2004 23.0 17.3 17.7 15.9 21.0 41.9 19.8
2005 26.0 18.2 20.1 16.4 19.6 33.3 21.6

Source: DADS panel, 1/25th sample.
Field: employees from firms of the private sector aged 18 to 65, without interns and
apprentices, working full-time, full-year.
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5 Results

5.1 Unconditional quantile partial effect of the minimum wage

As earnings distribution and wage negotiation could differ for male and female workers, we
perform separate analyses. We focus on the deciles of log yearly wages. Several variables
are added to take into account possible composition effects: besides the characteristics
of the employees (age, social category, seniority) and the firms (size, business sector), we
introduce fixed effects for the different groups of GMR to capture systematic differences
of wage policies in the different firms, as well as temporal fixed-effects. The impact of the
minimum wage is therefore identified by the fact that we use several time periods, and
that the levels of the different groups of GMR evolved at different rates. Otherwise, it
would be difficult to separate the effect of the different levels of the minimum wage from
what comes from the different wage policies in the different groups of firms.

We use the minimum wage level delayed by one year. Indeed, until 2010 the annual
update of the legal minimum wage rate took place in July,11 while wage negotiations
usually take place at the end of the calendar year. We can see an example of this in [27]:
the analysis of quarterly effects shows a large peak of wage growth in the first quarter.
With our annual data, it is thus more appropriate to use the level of the minimum wage
in July of the previous year rather than the contemporary level.

For the sake of simplicity, we present detailed results for men only, on the whole sam-
ple (Tables 5 and 6). Recall that our results measure the impact of a marginal change in
the distribution of observable characteristics on each decile.

The minimum wage has a significant impact on the distribution of men’s and women’s
log-wages up to the seventh decile (see Figure 3). This effect is small, however: one percent
increase in the minimum wage level has an effect on deciles always below 0.2%. For the
sake of comparison, note that the first decile (respectively seventh decile) corresponds
roughly to 1.2 times (resp. 2 times) the average minimum wages at this time (see Table
8 in Appendix B).

11Except if the inflation rate was above 2 %, but this did not happen during the studied period.
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Table 5: RIF-Logit estimation for deciles (Men, 2003-2005)

1st decile 2nd decile 3rd decile 4th decile

Minimum wage (log) 2.03e− 01∗∗∗
(4.22e−02)

2.25e− 01∗∗∗
(3.80e−02)

2.75e− 01∗∗∗
(4.07e−02)

2.38e− 01∗∗∗
(4.35e−02)

Age 1.87e− 02∗∗∗
(4.36e−04)

2.15e− 02∗∗∗
(3.93e−04)

2.44e− 02∗∗∗
(4.14e−04)

2.79e− 02∗∗∗
(4.80e−04)

Age2 −2.07e− 04∗∗∗
(5.37e−06)

−2.28e− 04∗∗∗
(4.78e−06)

−2.51e− 04∗∗∗
(4.97e−06)

−2.81e− 04∗∗∗
(5.62e−06)

Year Dummy

2002 ref. ref. ref. ref.

2003 −1.89e− 02∗∗∗
(2.13e−03)

−1.37e− 02∗∗∗
(1.88e−03)

−9.23e− 03∗∗∗
(1.92e−03)

−7.56e− 03∗∗∗
(2.04e−03)

2004 −1.22e− 02∗∗∗
(1.65e−03)

−8.19e− 03∗∗∗
(1.49e−03)

−6.72e− 03∗∗∗
(1.51e−03)

−6.10e− 03∗∗∗
(1.54e−03)

Socio-occupational activity

Business leaders 2.43e− 01∗∗∗
(8.42e−03)

3.25e− 01∗∗∗
(7.57e−03)

4.02e− 01∗∗∗
(7.10e−03)

4.66e− 01∗∗∗
(6.44e−03)

Executives 5.40e− 01∗∗∗
(1.23e−02)

6.17e− 01∗∗∗
(8.62e−03)

6.81e− 01∗∗∗
(7.19e−03)

7.34e− 01∗∗∗
(5.52e−03)

Technicians and associate professionals 2.27e− 01∗∗∗
(2.68e−03)

2.63e− 01∗∗∗
(2.24e−03)

2.87e− 01∗∗∗
(2.08e−03)

3.10e− 01∗∗∗
(1.75e−03)

Office clerks and service workers −4.07e− 02∗∗∗
(1.54e−03)

−3.50e− 02∗∗∗
(1.51e−03)

−1.95e− 02∗∗∗
(1.76e−03)

5.67e− 03∗∗∗
(1.93e−03)

Skilled and unskilled workers ref. ref. ref. ref.

Business sector

Agriculture −6.43e− 02∗∗∗
(4.07e−03)

−6.73e− 02∗∗∗
(4.31e−03)

−7.49e− 02∗∗∗
(4.82e−03)

−6.95e− 02∗∗∗
(5.58e−03)

Industry 2.99e− 02∗∗∗
(1.55e−03)

2.70e− 02∗∗∗
(1.29e−03)

3.09e− 02∗∗∗
(1.29e−03)

4.12e− 02∗∗∗
(1.36e−03)

Construction −4.53e− 03∗∗∗
(1.74e−03)

−1.20e− 02∗∗∗
(1.55e−03)

−1.70e− 02∗∗∗
(1.56e−03)

−1.65e− 02∗∗∗
(1.73e−03)

Trade −3.89e− 02∗∗∗
(1.51e−03)

−5.76e− 02∗∗∗
(1.44e−03)

−6.98e− 02∗∗∗
(1.46e−03)

−7.11e− 02∗∗∗
(1.55e−03)

Services ref. ref. ref. ref.

GMR group

GMR 0 ref. ref. ref. ref.

GMR 1 −5.33e− 03
(3.81e−03)

−3.12e− 03
(3.32e−03)

2.69e− 03
(3.34e−03)

1.25e− 03
(3.61e−03)

GMR 2 1.05e− 02∗∗∗
(2.64e−03)

1.04e− 02∗∗∗
(2.51e−03)

1.03e− 02∗∗∗
(2.60e−03)

7.80e− 03∗∗∗
(2.65e−03)

GMR 3 1.82e− 02∗∗∗
(2.57e−03)

1.53e− 02∗∗∗
(2.33e−03)

1.59e− 02∗∗∗
(2.45e−03)

1.07e− 02∗∗∗
(2.57e−03)

GMR 4 −2.26e− 02∗∗∗
(2.32e−03)

−2.70e− 02∗∗∗
(2.22e−03)

−3.29e− 02∗∗∗
(2.27e−03)

−4.18e− 02∗∗∗
(2.49e−03)

GMR 5 −9.64e− 03∗∗
(4.88e−03)

−9.52e− 03∗∗
(4.94e−03)

−1.71e− 02∗∗∗
(5.16e−03)

−2.10e− 02∗∗∗
(5.56e−03)

Size of the firm

Size 6.53e− 06∗∗∗
(3.51e−07)

7.24e− 06∗∗∗
(2.57e−07)

6.73e− 06∗∗∗
(2.17e−07)

7.00e− 06∗∗∗
(2.05e−07)

Size2 −7.39e− 11∗∗∗
(7.67e−12)

−9.68e− 11∗∗∗
(5.63e−12)

−8.88e− 11∗∗∗
(4.66e−12)

−9.20e− 11∗∗∗
(4.33e−12)

Size3 2.86e− 16∗∗∗
(4.16e−17)

4.13e− 16∗∗∗
(3.09e−17)

3.77e− 16∗∗∗
(2.45e−17)

3.63e− 16∗∗∗
(2.15e−17)

Seniority

Seniority 1.37e− 02∗∗∗
(4.62e−04)

1.31e− 02∗∗∗
(4.29e−04)

1.19e− 02∗∗∗
(4.05e−04)

1.16e− 02∗∗∗
(4.32e−04)

Seniority2 −5.64e− 04∗∗∗
(4.37e−05)

−5.64e− 04∗∗∗
(3.88e−05)

−4.82e− 04∗∗∗
(3.66e−05)

−4.80e− 04∗∗∗
(3.74e−05)

Seniority3 8.16e− 06∗∗∗
(1.08e−06)

8.86e− 06∗∗∗
(9.26e−07)

7.49e− 06∗∗∗
(8.62e−07)

7.80e− 06∗∗∗
(8.57e−07)

Intercept −2.77e− 01∗∗∗
(8.56e−03)

−4.43e− 01∗∗∗
(8.17e−03)

−6.05e− 01∗∗∗
(8.65e−03)

−7.92e− 01∗∗∗
(1.05e−02)

Source: DADS panel, 1/25th sample.
Field: Male employees from the private sector aged 18 to 65, without interns and apprentices, working full-time, full-year, in the same firm for two
consecutive years.
Reading: a 1 % variation of the minimum wage lowers by 0.18 % the difference in the first decile of the distribution of log wages.
Note: confidence intervals at the level of 5% between brackets.
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Table 6: RIF-Logit estimation on deciles (Men, 2003-2005)

5th decile 6th decile 7th decile 8th decile 9th decile

Minimum wage (log) 2.13e− 01∗∗∗
(4.53e−02)

2.09e− 01∗∗∗
(5.11e−02)

1.77e− 01∗∗∗
(5.78e−02)

8.88e− 02
(7.48e−02)

7.49e− 02
(1.28e−01)

Age 3.12e− 02∗∗∗
(5.08e−04)

3.53e− 02∗∗∗
(5.71e−04)

3.91e− 02∗∗∗
(7.17e−04)

4.95e− 02∗∗∗
(9.42e−04)

7.66e− 02∗∗∗
(1.84e−03)

Age2 −3.07e− 04∗∗∗
(5.96e−06)

−3.39e− 04∗∗∗
(6.60e−06)

−3.66e− 04∗∗∗
(8.17e−06)

−4.51e− 04∗∗∗
(1.07e−05)

−6.76e− 04∗∗∗
(2.01e−05)

Year Dummies

2002 ref. ref. ref. ref. ref.

2003 −6.45e− 03∗∗∗
(2.14e−03)

−6.40e− 03∗∗
(2.40e−03)

−6.71e− 03∗∗∗
(2.55e−03)

−1.38e− 02∗∗∗
(3.28e−03)

−2.63e− 02∗∗∗
(5.38e−03)

2004 −4.32e− 03∗∗∗
(1.64e−03)

−5.49e− 03∗∗∗
(1.80e−03)

−8.68e− 03∗∗∗
(1.99e−03)

−1.56e− 02∗∗∗
(2.59e−03)

−2.51e− 02∗∗∗
(4.49e−03)

Socio-occupational activity

Business leaders 5.23e− 01∗∗∗
(5.87e−03)

5.83e− 01∗∗∗
(5.08e−03)

6.56e− 01∗∗∗
(5.08e−03)

8.78e− 01∗∗∗
(6.89e−03)

1.60e + 00∗∗∗
(2.02e−02)

Executives 7.63e− 01∗∗∗
(4.66e−03)

8.00e− 01∗∗∗
(4.03e−03)

8.17e− 01∗∗∗
(4.54e−03)

9.49e− 01∗∗∗
(6.16e−03)

1.50e + 00∗∗∗
(1.90e−02)

Technicians and associate professionals 3.26e− 01∗∗∗
(1.72e−03)

3.51e− 01∗∗∗
(1.95e−03)

3.72e− 01∗∗∗
(2.53e−03)

4.53e− 01∗∗∗
(4.52e−03)

7.20e− 01∗∗∗
(1.56e−02)

Office clerks and service workers 3.61e− 02∗∗∗
(2.07e−03)

6.85e− 02∗∗∗
(2.54e−03)

9.21e− 02∗∗∗
(3.51e−03)

1.35e− 01∗∗∗
(7.01e−03)

2.03e− 01∗∗∗
(2.76e−02)

Skilled and unskilled workers ref. ref. ref. ref. ref.

Business sector

Agriculture −5.43e− 02∗∗∗
(6.48e−03)

−2.64e− 02∗∗∗
(7.99e−03)

1.04e− 02
(1.03e−02)

−1.20e− 02
(1.55e−02)

−1.72e− 02
(2.85e−02)

Industry 5.64e− 02∗∗∗
(1.47e−03)

6.37e− 02∗∗∗
(1.58e−03)

5.81e− 02∗∗∗
(1.79e−03)

3.31e− 02∗∗∗
(2.21e−03)

−2.27e− 02∗∗∗
(3.52e−03)

Construction −7.30e− 03∗∗∗
(1.86e−03)

−4.06e− 03∗
(2.22e−03)

−8.00e− 03∗∗∗
(2.55e−03)

−2.80e− 02∗∗∗
(3.84e−03)

−8.51e− 02∗∗∗
(6.77e−03)

Trade −6.03e− 02∗∗∗
(1.59e−03)

−4.61e− 02∗∗∗
(1.85e−03)

−2.52e− 02∗∗∗
(2.02e−03)

−8.16e− 03∗∗∗
(2.65e−03)

−2.08e− 02∗∗∗
(4.25e−03)

Services ref. ref. ref. ref. ref.

GMR group

GMR 0 ref. ref. ref. ref. ref.

GMR 1 −3.27e− 03
(3.76e−03)

−8.14e− 03∗
(4.31e−03)

−1.72e− 02∗∗∗
(4.84e−03)

−1.98e− 02∗∗∗
(6.37e−03)

−1.68e− 02
(1.12e−02)

GMR 2 9.17e− 03∗∗∗
(2.75e−03)

9.10e− 03∗∗∗
(3.18e−03)

4.79e− 03
(3.57e−03)

3.13e− 03
(4.59e−03)

1.09e− 02
(7.93e−03)

GMR 3 4.14e− 03
(2.64e−03)

4.48e− 04
(2.89e−03)

−4.35e− 03
(3.35e−03)

−8.07e− 03∗
(4.30e−03)

−1.11e− 04
(7.29e−03)

GMR 4 −4.23e− 02∗∗∗
(2.69e−03)

−4.01e− 02∗∗∗
(3.07e−03)

−3.99e− 02∗∗∗
(3.32e−03)

−5.60e− 02∗∗∗
(4.44e−03)

−7.88e− 02∗∗∗
(8.11e−03)

GMR 5 −2.55e− 02∗∗∗
(5.88e−03)

−3.25e− 02∗∗∗
(6.97e−03)

−4.27e− 02∗∗∗
(8.01e−03)

−5.20e− 02∗∗∗
(1.03e−02)

−9.76e− 02∗∗∗
(1.77e−02)

Size of the firm

Size 5.92e− 06∗∗∗
(1.98e−07)

4.49e− 06∗∗∗
(2.22e−07)

4.49e− 06∗∗∗
(2.33e−07)

4.75e− 06∗∗∗
(2.91e−07)

5.97e− 06∗∗∗
(4.96e−07)

Size2 −7.44e− 11∗∗∗
(4.20e−12)

−4.86e− 11∗∗∗
(4.72e−12)

−6.70e− 11∗∗∗
(4.97e−12)

−9.15e− 11∗∗∗
(6.37e−12)

−1.33e− 10∗∗∗
(1.11e−11)

Size3 2.59e− 16∗∗∗
(2.06e−17)

1.12e− 16∗∗∗
(2.30e−17)

2.20e− 16∗∗∗
(2.43e−17)

3.70e− 16∗∗∗
(3.14e−17)

5.76e− 16∗∗∗
(5.62e−17)

Seniority

Seniority 9.94e− 03∗∗∗
(4.44e−04)

8.92e− 03∗∗∗
(5.18e−04)

8.24e− 03∗∗∗
(5.84e−04)

4.24e− 03∗∗∗
(7.09e−04)

1.69e− 03
(1.20e−03)

Seniority2 −3.83e− 04∗∗∗
(3.80e−05)

−3.28e− 04∗∗∗
(4.38e−05)

−3.91e− 04∗∗∗
(4.76e−05)

−3.13e− 04∗∗∗
(5.87e−05)

−4.50e− 04∗∗∗
(9.71e−05)

Seniority3 5.76e− 06∗∗∗
(8.60e−07)

4.29e− 06∗∗∗
(9.65e−07)

5.97e− 06∗∗∗
(1.02e−06)

6.16e− 06∗∗∗
(1.25e−06)

1.00e− 05∗∗∗
(2.03e−06)

Intercept −9.86e− 01∗∗∗
(1.10e−02)

−1.22e + 00∗∗∗
(1.28e−02)

−1.48e + 00∗∗∗
(1.68e−02)

−2.02e + 00∗∗∗
(2.28e−02)

−3.54e + 00∗∗∗
(4.98e−02)

Source: DADS panel, 1/25th sample.
Field: Male employees from the private sector aged 18 to 65, without interns and apprentices, working full-time, full-year, in the same firm for two
consecutive years.
Reading: a 1 % variation of the minimum wage lowers by 0.16 % the fifth decile of the distribution of log wages.
Note: confidence intervals at the level of 5% between brackets.
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Figure 3: Impact of the minimum wage on the different deciles

5.2 Robustness checks

Although the natural experiment we use here has clear advantages to help us solve the
usual endogoneity issue related to the rise in the minimum wage, we cannot totally rule
out the possibility of other concomitant effects which could disturb our analysis. The
main risk is the presence of simultaneous employment effects that could induce changes
in the labor force that would not be totally controlled for with our set of covariates. As
stated before, the employment levels as well as the creation and destruction rates do
not seem to be related to the changes in the minimum wage induced by the convergence
mechanism. Still, in order to test the robustness of our results, we perform the same
analysis on a restricted sample of workers who stayed in the same firm for at least two
years in a row. More specifically, we consider the following two samples: (a) salaried
employees who already worked in the same firm the year before and (b) salaried employ-
ees who are still in the same firm the year after (these samples are named (a) and (b)
hereafter). This approach focuses on more stable workers and therefore limits the changes
in the wage distribution that come from creations and destructions of firms or jobs. The
results obtained for the impact of the minimum wage level are presented in graphs 4 (sam-
ples (a) and (b)) and show very similar results to the ones obtained on the full population.
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Figure 4: Robustness checks : Estimation results with different specifications and different
samples
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The other aspect which requires attention is the estimation strategy and more precisely
the specification used to model P (yi > decj|X = x). Our main specification uses a logistic
regression as advocated by [16]. We also present in graph 4 (linear specification) the same
analysis with a simpler linear specification. The results are very similar to the ones
obtained with the logit specification. Note that [16] already emphasized the robustness
of the approach to the choice of the model for P (yi > decj|X = x).
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Appendix A Schedule for the creation of different

GMR

Table 7: Definition of the monthly guaranteed wage (GMR)

GMR Date of the RTT agreement

GMR1 Between June 15, 1998 and June 30, 1999
GMR2 Between July 1, 1999 and June 30, 2000
GMR3 Between July 1, 2000 and June 30, 2001
GMR4 Between July 1, 2001 and June 30, 2002
GMR5 After July 1, 2002

Appendix B Data description

Note that even when restricting ourselves to full-time employees, who worked full year,
we observe that the gross annual remuneration of certain employees falls below the annual
minimum wage. Several possibilities can explain that. First, the minimum wage regula-
tions do not apply to all professions (e.g. in the case of employees whose working time
is difficult to measure, such as some traveling salesmen). Moreover, the strict definition
of the minimum wage also includes some remunerations in nature that are not always
valued in the DADS. Finally, we cannot exclude reporting problems (unearned bonuses
from one year to another, for example, or problems in the full-time status or the number
of days worked during the year). Note that, conversely, because of overtime or additional
bonuses that do not enter the definition of the minimum wage, some employees whose
basic hourly wage is the minimum wage can in the end have annual earnings above the
annual minimum wage.12

We restrict the analysis to the private sector and exclude a few formerly state-owned
firms whose legal status changed during the period studied here. Namely we drop France
Telecom, EDF and GDF.

12According to [15], a quarter of the employees directly concerned by a rise in the minimum wage
earned in fact over 1.3 SMIC in 2002, after taking into account all elements of remuneration.
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Table 8: Sample variations of real earnings distribution (2003-2005)

Decile (*) Initial Sample
Employees in the same firm for

two consecutive years

Min 10,970 10,978
1 17,537 17,933
2 19,482 19,936
3 21,350 21,854
4 23,358 23,886
Median 25,669 26,229
6 28,596 29,194
7 32,626 33,273
8 39,089 39,831
9 52,346 53,339
Max 8,142,398 8,142,398

Source: DADS panel, 1/25th sample.
Note: The wages are in euros of 2007.
Field: employees from the private sector aged 18 to 65, without interns and apprentices,
working full-time, full-year.
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Appendix C Definition of the Influence Function

This appendix is a summary of [16].
For a parameter or characteristic ν(FY ) of the distribution of wages Y , the recentered

influence function (RIF) is defined as:

RIF (yi; ν, FY ) = ν(FY ) + IF (yi; ν, FY ) (7)

where IF (yi, ν, FY ) is the influence function of point y on the distribution parameter
ν(FY ):

IF (y; ν, FY ) =
∂ν(FY,t∆y)

∂t

∣∣∣∣
t=0

= a(y) (7)

where Ft,G is the mixing distribution FY,tG = (1− t)FY + tG.

[16] provide a formal proof of Equation (7), provided the strict monotonicity of h
in ε, and independence of w0 to this unobserved component. In our case we rely on
weaker assumption of conditional independence (2), but the proof can be adapted without
difficulty. As h is monotonic in ε, for each value of qτ , and couple of observables (X1 =
x1,W0 = w0) a unique value of ε is defined. We thus derive:

P (Y ≤ qτ |X1 = x1,W0 = w0) = Fε|X1,W0(h−1(X1,W0, qτ |X1 = x1,W0 = w0)

= Fε|X1(h−1(X1,W0, qτ |X1 = x1)

the second line is given by conditional independence of ε and W0 (Assumption 2).
Deriving the identity h(x1, w0, h

−1(x1, w0, qτ )) = qτ and using the implicit function theo-
rem we deduce that:

∂h−1

∂w0

= − ∂h

∂w0

/
∂h−1

∂qτ

It is also useful to notice that:

∂P (Y ≤ qτ |X1 = x1,W0 = w0)

∂qτ
= fε|X1(ετ (x1, w0)|X1 = x1)

∂h−1(x1, w0, qτ )

∂qτ

We have:

∂P (Y ≤ qτ |X1 = x1,W0 = w0)

∂w0

= fε|X1(ετ (x1, w0)|X1 = x1)
∂h−1(x1, w0, qτ )

∂w0

= −fε|X1(ετ (x1, w0)|X1 = x1)
∂h−1(x1, w0, qτ )

∂qτ

∂h(x1, w0, ετ (x1, w0))

∂w0

= −
dFε|X1

dqτ

∂h(x1, w0, ετ (x1, w0))

∂w0

= −fY |X1,W0(qτ , x1, w0)
∂h(x1, w0, ετ (x1, w0))

∂w0

As

αw0(qτ ) = − 1

fY (qτ )

∫
∂P (Y ≤ qτ |X1 = x1,W0 = w0)

∂w0

dFX1,W0(x1, w0)

we finally derive equation (7).
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